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ABSTRACT

In a continent marked by its historical pursuit of secure borders, Africa now stands 
at a pivotal juncture, transitioning from traditional physical barriers to harnessing 
the transformative potential of Artificial Intelligence (AI) technologies. This 
transformation signifies the continent’s unwavering commitment to efficiency and 
innovation, yet it unveils a formidable challenge – striking a harmonious balance 
between the imperative of security and safeguarding of fundamental human 
rights and freedoms. The integration of AI in border security, with its utilization 
of biometric data, facial recognition, iris scanning, and more, has given rise to a 
host of intricate concerns, including ethical considerations such as transparency 
and accountability. Privacy emerges as a paramount issue as the data reservoirs 
amassed at border crossings raise questions about storage, accessibility, and 
potential misuse. The complexities of personal information management take center 
stage, necessitating scrutiny over data handling, security, and safeguards against 
abuse. Through an examination of historical trends and a detailed analysis of past 
and present border security practices in Africa, this paper reviews the evolution of 
strategies and challenges in Africa’s border security. This investigation spotlights the 
continent’s adoption of AI as a cornerstone in safeguarding its borders. However, 
it underscores that while advancements are evident, a delicate equilibrium must 
be achieved. This paper argues that achieving a harmonious balance between 
bolstering security measures and safeguarding individual rights and freedoms, all 
within the framework of ethical principles is an attainable endeavor. 
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I. INTRODUCTION

The rapid adoption of Artificial Intelligence (AI) in African 
border security presents both opportunities and challenges. On 
the one hand, AI systems promise to revolutionize security mea-
sures, enhancing operational efficiency and accuracy in threat 
detection and management. On the other hand, integrating AI 
systems in border security raises pressing ethical questions 
about individual rights and freedoms.

The justification for this research stems from AI's increas-
ing relevance in border security and the consequential impact on 
human rights. Therefore, central to this discourse is the funda-
mental question: how can African nations strike a harmonious 
balance between advanced AI-driven security measures and the 
ethical imperative to safeguard individual rights and freedoms? 
This paper contends that achieving such a balance, firmly root-
ed in ethical principles, is not just aspirational but realistically 
achievable. 

To support this contention, the paper delves into case studies 
and scrutinizes relevant ethical and legal frameworks. It aims to 
offer a comprehensive analysis of both the benefits and the chal-
lenges of AI in border security, alongside ethical considerations 
and legal implications. Ultimately, this study advocates for a 
balanced approach that simultaneously upholds security needs 
and ethical standards, contributing to a deeper understanding of 
AI's impact on border security and human rights.

This paper is divided into five parts, including this intro-
duction as Part I. Part II provides a historical overview of border 
security practices in Africa, meticulously tracing the evolution 
from traditional methods to the integration of AI technologies 
in the modern age. Additionally, it highlights the factors moti-
vating African nations to consider the use of AI in border securi-
ty. Part III examines two AI technologies adopted for enhancing 
border security in Africa. It assesses the benefits, the challeng-
es, and the negative impacts associated with the adoption of AI 
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technologies in border security, with a focus on African countries' 
experiences. Part IV critically analyzes the potential impacts of 
AI technologies on the right to privacy within the context of bor-
der security. Finally, Part V concludes with recommendations 
and future directions for responsible and ethical adoption of AI 
technologies in border security while ensuring the protection of 
privacy rights. 

II. FROM TRADITIONAL BORDER SECURITY METHODS  
TO HIGH-TECH SOLUTIONS IN AFRICA

While recognizing the historical significance of AI imple-
mentation in African border security, this part aims to shift the 
focus towards a distinct aspect: uncovering the driving forces 
behind the adoption of AI technologies in African borders. This 
section begins by closely examining the early practices of border 
security in Africa, illuminating the consequential shortcomings 
and repercussions that crystallized as African governments en-
deavored to fortify their borders. Transitioning from this assess-
ment, the discussion delves deeper into the proactive measures 
undertaken by African governments and the catalytic factors 
that have spurred the increasing adoption and reliance on AI 
technologies for the augmentation of border security. A metic-
ulous examination of the decisions and initiatives undertaken 
by African nations reveals a profound understanding of their 
transformative journey towards more efficient and secure border 
management. While there are multifaceted reasons for border 
security, this paper uniquely centers on the movement of people 
and migration as a critical dimension, recognizing its profound 
impact on Africa’s border control landscape. 

A. Early border security measures in Africa:  
Migration challenges and transformations

Historically, African states have grappled with substantial 
challenges in managing human migration across their borders. 
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These challenges have roots in the legacy of colonial-era boundar-
ies that were often drawn arbitrarily, without regard for ethnic, 
cultural, or linguistic ties (Herbst, 2000). Such borders, which 
have occasionally ignited inter-state tensions, not only separated 
communities but also complicated the task of upholding territo-
rial integrity.

Several factors have influenced migration patterns in Afri-
ca. These range from socio-economic motives, such as seeking 
improved employment opportunities or evading poverty, to more 
urgent circumstances like escaping conflict. The latter is evident 
in instances like the exodus spurred by the Genocide against the 
Tutsis in Rwanda, or the displacement seen in the Sahel region 
(Adepoju, 2004; Okumu, 2011). Complicating the management of 
these migration patterns have been challenges like the absence 
of tailored institutional frameworks, inconsistent coordination 
across governmental levels, and the often-contentious nature of 
borders (Okumu, 2011).

As globalization took center stage toward the end of the 
20th century, these migration dynamics were further magni-
fied. Greater global interconnectivity gave rise to increased 
cross-border movements, encompassing both voluntary migra-
tions and forced displacements (Gituanja, 2013; Okumu, 2011). 
In response, the perspective on borders began to shift. Instead of 
viewing them solely as barriers, there was a growing recognition 
of their potential as channels for regulated human movement. 
An embodiment of this shift can be seen in regional initiatives 
like the East African Community (EAC), which aimed to facil-
itate movement among member states, echoing a pan-African 
ambition to recast borders as connectors rather than dividers 
(EAC, 2010).

However, the reality of managing increasing migration 
flows, while simultaneously ensuring security and sovereignty, 
presented a nuanced challenge. While regional initiatives like 
the EAC symbolized a desire to transform the role of borders, 
the practical intricacies of managing varied migration patterns, 
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addressing socio-economic disparities, and ensuring security 
formed significant obstacles. Therefore, it became apparent that 
striking an optimal balance between fostering human mobility 
and preserving state security remained a focal point in Africa’s 
border management endeavors.

B. Response measures in the early 21st Century:  
Consequences and pitfalls

At the onset of the 21st century, driven by the escalating 
pressures of human migration, African states adopted varying 
measures tailored to their unique border challenges and migra-
tory patterns. Morocco and Algeria, facing increased pressure 
from trans-Saharan migration routes, responded by constructing 
physical barriers, such as fences and walls, aiming to regulate 
the movement of migrants (Saddiki, 2020; Dahshan & Masbah, 
2020). Nigeria, grappling with porous borders and diverse migra-
tion routes, leaned towards human patrols to monitor migration 
flows, especially in areas vulnerable to trafficking (Akinyemi, 
2013). On the southern tip, countries like Rwanda and South 
Africa initiated manual documentation systems, aiming to effec-
tively process travel documents at border checkpoints (Landau & 
Segatti, 2009; World Economic Forum, 2022).

Nevertheless, these early measures encountered challeng-
es. Over-reliance on physical barriers, while deterring some 
migrants, often pushed others towards more perilous routes, 
exacerbating humanitarian concerns (Andersson, 2014). Some 
regions, particularly those remote and less monitored, became 
focal points for unauthorized crossings and smuggling networks 
(Chome, 2021). Manual documentation, while a step forward, 
faced inefficiencies, often being outpaced by the volume of mi-
grations and being susceptible to fraudulent activities such as 
forgery (Landau & Segatti, 2009; Akinyemi, 2013).

The implications of these challenges were manifold. A dire 
consequence was the surge in human trafficking and smuggling 
networks, which thrived in inadequately monitored zones. Eco-
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nomic and political adversities like unemployment, poverty, 
and instability compounded migration pressures (Nwadike & 
Ekeanyanwu, 2012). In such volatile environments, an alarm-
ing number of migrants resorted to perilous, often unauthorized, 
routes. For instance, studies highlight that a substantial fraction 
of West African migrants, seeking to bypass border controls, be-
came ensnared in informal networks, subjecting them to poten-
tial exploitation and abuse (IOM, 2020; Bello & Olutola, 2020).

Furthermore, weak migration management systems inad-
vertently abetted illegal activities. The Horn of Africa and the 
Sahel, with their vast and inadequately monitored terrains, be-
came channels for not just irregular migrants but also for ma-
lign actors. Instances such as the East Africa bombings between 
the years 1998 and 2002 underline the intricate relationship be-
tween lax border controls, irregular migration, and broader secu-
rity concerns, with culprits capitalizing on weak documentation 
systems and porous borders (Okumu, 2011).

C. Initial considerations of AI technology  
in border security and management

Faced with mounting challenges associated with inade-
quate border management, the need for transformative, scalable 
solutions became more pressing. Rather than relying solely on 
traditional methods, several African countries began to pivot 
towards leveraging technological advancements as potential 
game-changers in border security and management. The inter-
section of burgeoning global technological trends and the press-
ing requirements of border management was seemingly set to 
pave the way forward for many African nations.

While individual countries embarked on their technologi-
cal quests, regional collective bodies, such as the African Union 
(AU), amplified the call for a shift towards technology-oriented 
solutions. The AU, through various policy initiatives and frame-
works, began to underscore the importance of harnessing tech-



Sherry Bor & Nicole Cheptoo Koech

84 | JIPIT Vol. 3:1 (2023)

nology to address the continent's multifaceted border challeng-
es. A salient manifestation of the AU's emphasis on technology 
came through the Migration Policy Framework for Africa in the 
year 2006. This framework advocated for the significant role of 
technology in border management, particularly emphasizing 
the improvement of travel document security, refining inspec-
tion protocols, and enhancing data-sharing and communication 
infrastructures (African Union Migration Policy Framework for 
Africa, 2006).

With the global narrative steering towards technologically 
enhanced border management, several African nations led by 
example. South Africa introduced an automated biometric na-
tional identification system, not merely for modernity, but as a 
testament to the capabilities of technology in streamlining data 
processing (Parliamentary Monitoring Group, 2019). Concur-
rently, Kenya launched the Integrated Population Registration 
System (IPRS), an initiative that harnessed advanced technol-
ogy to integrate biometric techniques, enhancing identity veri-
fications at Kenyan control points (Open Society Justice Initia-
tive, 2020). Nigeria, recognizing the importance of technology in 
border management, transitioned from conventional passports 
to e-passports. These digitally enhanced passports were instru-
mental in facilitating comprehensive data analyses, pinpointing 
potential illicit cross-border activities (Nigeria Immigration Ser-
vice, 2023).

Following these foundational steps in embracing technolo-
gy, the African Union shifted its gaze toward the next frontier, 
Artificial Intelligence (AI). As delineated by the African Union 
Panel on Emerging Technologies (APET), the panel strongly ad-
vocates for African countries to harness smart technologies tai-
lored to address illegal activities at their borders. The overarch-
ing aim was to strengthen border control management systems, 
enhance data sharing between nations, and ensure the seamless 
and secure movement of people across the continent (Dugbazah 
et al 2021).
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The promise of AI in this realm is multifold. It can not only 
deter illicit activities like human trafficking but also improve 
governance mechanisms in overseeing the movement of people 
across borders. The integration of smart technologies, as APET 
suggests, can significantly enhance the detection of illegal ac-
tivities, such as the smuggling of individuals or illicit trade in 
human lives. Moreover, leveraging smart border control tech-
nologies, especially those powered by artificial intelligence and 
blockchain, can bolster decision-making support for security of-
ficials, enhancing the reliability and efficiency of border control 
systems (African Union Development Union, 2021).

Such advancements in border technology stand to present 
numerous benefits not just in terms of security but also the fa-
cilitation of legitimate movements. Embracing AI solutions to 
track migration patterns, verify identities, and predict potential 
security threats can redefine how borders function, marrying ef-
ficiency with humane considerations. These proactive measures, 
as laid out by the APET, could revolutionize border operations, 
striking a balance between sovereignty, national security, and 
individual rights, ensuring that the mobility of people remains 
both fluid and secure.

These technological strides, fortified by the directives and 
support from bodies like the AU, signify a broader paradigm 
shift in Africa's approach to border management. In the forth-
coming section, this paper delves into specific AI technologies 
adopted by African nations at their borders, further exploring 
their applications and the balance between enhanced security 
and ethical considerations.

III. AI AT AFRICAN BORDERS:  
OPPORTUNITIES AND REAL-WORLD CHALLENGES

This part elucidates the transformative impact of AI on Afri-
ca’s border control systems, from the implementation of automat-
ed passport control systems to advanced biometric technologies. 
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This part primarily focuses on two key AI applications; Biomet-
ric Identification Systems and video surveillance. Furthermore, 
it explores how these cutting-edge technologies not only enhance 
operational efficiency but also streamline procedural aspects of 
border security while addressing challenges associated with the 
movement of people. 

Nonetheless, while the potential benefits of AI in border con-
trol are conspicuous, this part rigorously examines the notable 
challenges faced by African countries in the implementation of 
these technologies. Lastly, it delves into the negative impacts of 
AI in its application in border security thus laying the basis of 
the crux of this paper.

A. Biometric identification systems with AI integration 

In the realm of border security and ongoing management 
of human movement, the integration of AI with Biometric Iden-
tification Systems is heralding a new era. As continents, nota-
bly Africa, undergo surges in human movement. Be it for trade, 
tourism, or resettlement, the need to unequivocally verify each 
individual crossing borders has become paramount.

Biometric Identification Systems stand at the vanguard of 
this initiative. These advanced systems authenticate individuals 
based on unique physiological and behavioral markers, ranging 
from fingerprints and facial contours to nuances like gait recog-
nition (Pato & Millet, 2010). As people traverse borders, these 
systems serve as vigilant sentinels, deterring identity theft and 
fraudulent impersonations. What was once seen as mere data, 
a traveler's biometric profile has now evolved into a critical de-
terminant for their movement. Advanced algorithms diligently 
oversee this, ensuring seamless and secure transitions for each 
person.

South Africa offers a compelling testament to this techno-
logical shift. The country's progression from the Home Affairs 
National Identification System (HANIS) – rooted in manual, 
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centralized processes – to the Automated Biometric Information 
System (ABIS) highlights the transformative potential of AI in 
border management. ABIS did not just expand the scope of bio-
metric data types, it also embraced AI-driven processes, setting 
new benchmarks in the domain (Allen & Zyl, 2020). Drawing from 
expansive datasets, the ABIS model has developed the capability 
to distinguish individual biometric patterns with growing accu-
racy, leveraging its innate self-learning abilities (NIST, 2020). 
The transformation from HANIS to ABIS transcends South Afri-
ca's mere transition from manual to automated systems. It epit-
omized a wider African aspiration, harnessing AI's capabilities 
to redefine border security, ensuring both fluidity and security in 
the movement of its diverse populace.

In the evolving paradigm of border security and manage-
ment, two systems emerge as quintessential exemplars of bio-
metric identification integration: Automated Passport Control, 
which epitomizes the sophistication in document processing 
through advanced technological means, and Automated Border 
Control Gates, representing a pinnacle in entry-point security 
via the utilization of intricate biometric verification mechanisms.

1. Automated Border Control Gates

Automated Border Control (ABC) Gates, employing contact-
less facial biometrics, are at the forefront of a new wave in man-
aging human movement and enhancing airport security. This 
innovative technology allows travelers to undergo identification 
processes on the move, bypassing traditional document checks at 
various stages of their journey. The effectiveness of ABC Gates 
in providing a secure yet seamless experience is evident in both 
developed regions and countries in Africa, such as Rwanda, An-
gola, and Tanzania (Vision-Box, 2019).

The core of these systems lies in their advanced facial rec-
ognition technology. Utilizing deep learning algorithms, partic-
ularly convolutional neural networks, these systems can accu-
rately identify individuals from their facial features (Vision-Box, 
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2019). These AI-driven algorithms are trained on vast datasets, 
enabling them to handle a wide range of variations in appear-
ance. By integrating these sophisticated AI models, ABC Gates 
not only expedites the verification process but also ensures a 
high level of security by accurately matching individuals against 
large biometric databases.

In the Global North, the implementation of ABC Gates is 
marked by extensive investment in state-of-the-art technology 
and infrastructure. These regions have been able to leverage 
their resources to integrate these systems extensively at major 
airports (Kis, 2019). The focus here is on optimizing the flow of 
large numbers of travelers and migrants through high-speed, 
automated processing while maintaining rigorous security stan-
dards.

In contrast, African countries have embarked on a journey 
to incorporate ABC Gates within their existing infrastructural 
and technological frameworks. Rwanda’s adoption of the first 
Automated Border Control system in Africa, developed by Vi-
sion-Box, includes an enrollment station and clearance eGates 
at airports and land borders. This setup demonstrates a holistic 
approach to border management, addressing both air and land 
travel (Vision-Box, 2019).

Angola’s introduction of the ‘Passa Fácil’ system at Luan-
da’s international airport is another example (Vision-Box, 2019). 
This system facilitates the automatic passage of documented 
passengers, showcasing Angola’s commitment to enhancing bor-
der efficiency and security. Tanzania, on the other hand, has im-
plemented Facial Matching Systems at major airports like Kili-
manjaro International and Julius Nyerere International in Dar 
es Salaam (Vision-Box, 2019). 

The adoption of ABC Gates in these African countries, de-
spite facing challenges such as limited technological infrastruc-
ture and funding constraints, illustrates a targeted approach. 
These nations are progressively overcoming these obstacles 
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through innovative adaptations and international partnerships, 
showcasing the potential of such technology even in less-re-
sourced environments.

2. Automated Passport Systems

In response to the growing need for efficient and secure bor-
der management due to escalating cross-border travel, many Af-
rican nations have adopted Automated Passport Control (APC) 
systems. These systems, integrating advanced biometrics and 
digital security solutions, have become pivotal in modernizing 
border control mechanisms.

Ghana's Immigration Services (GIS) exemplifies this trend 
with the implementation of an e-visa and border management 
solution. As part of the broader eGhana project, supported by 
the World Bank, this initiative aimed to create a robust IT in-
frastructure to facilitate the country's sustainable development 
(Future Travel Experience, 2013).

The e-Immigration solution in Ghana was designed to en-
hance intelligence sharing among GIS officials and other secu-
rity agencies. By automating passport inspection and tracking 
border crossings through a centralized data system, the solution 
streamlined and secured the border management process. The 
deployment at Ghana’s major entry points saw a fully computer-
ized system for processing visa and permit applications, leverag-
ing biometric verification. An online portal for visa applications 
and the implementation of electronic gates at Accra’s Kotoka 
International Airport were also integral to this project, aiming 
to facilitate rapid and automated border control (Future Travel 
Experience, 2013).

Beyond Ghana, other African countries have embraced sim-
ilar technologies to improve their border control systems. For 
instance, South Africa advanced its border management by in-
tegrating biometric data with its immigration systems, stream-
lining the process of verifying traveler identities (Allen & Zyl, 
2020).
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These initiatives reflect a continent-wide shift toward more 
secure and efficient border control methods. By leveraging bio-
metric technology and digital solutions, African countries have 
not only enhanced the security of their borders but also improved 
the overall experience for travelers. This transition to digital, 
automated systems is a critical step in addressing the challenges 
posed by increased regional and international travel.

The adoption of APC systems across some African countries 
showcases the potential of technology to revolutionize border se-
curity and management. As these systems continue to evolve, 
they are expected to play an increasingly vital role in facilitating 
safe and efficient movement across borders, aligning with broad-
er goals of regional integration and development.

B. AI-driven video analytics and surveillance

Another AI technology adopted in border security is video 
analytics. The technical foundation of AI-driven video analytics 
is layered and intricate. Initially, video data streams from multi-
ple high-definition cameras positioned at strategic points across 
borders. These cameras, equipped with infrared and night vi-
sion capabilities, ensure 24/7 monitoring. The raw footage, laden 
with vast amounts of data, is then processed through AI-powered 
video management systems (VMS). Within these systems, deep 
learning algorithms start by segmenting the video frame into re-
gions of interest, meticulously identifying and classifying objects 
– humans, vehicles, or potential threats.

Following this initial segmentation, the AI delves into fin-
er recognition tasks. Facial recognition tools cross-reference de-
tected faces against databases of known criminals or individu-
als flagged for surveillance. Gait analysis might be employed to 
identify individuals based on their unique manner of walking, a 
valuable tool when facial features are obscured. These intricate 
processes are accentuated by behavioral analytics, which exam-
ines patterns of movement, loitering, or other suspicious activi-
ties that might indicate potential threats or illegal crossings.
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The standout feature of these AI-driven systems is their 
adaptive nature. Continuous learning algorithms refine their de-
tection and prediction capabilities by analyzing countless hours 
of footage. This ensures that over time, false positives decrease, 
and the system’s efficiency at flagging genuine threats or anom-
alies skyrockets (Goyal et al., 2020). Moreover, machine learning 
models embedded within the system can predict potential high-
risk events or unauthorized crossing attempts based on analyzed 
behavioral patterns and historical data.

Morocco's border security paradigm exemplifies the effica-
cious employment of these systems. Beyond the static vigilance 
of CCTV installations, Morocco's border surveillance network 
is now imbued with AI capabilities. It can discern patterns in 
human movement, distinguishing between regular cross-border 
traders and potential unauthorized migrants. Immediate alerts 
are dispatched upon detection of any anomaly, enabling swift on-
ground interventions. This AI integration has made Morocco's 
borders more secure while ensuring fluidity in legitimate human 
movement (State Watch, 2019).

In juxtaposition, Kenya offers a holistic model, synergizing 
radar systems with video analytics along its border with Somalia. 
Here, the video feeds complement radar data. When radar 
systems detect uncharacteristic movement, video analytics can 
zoom into the area, offering visual validation and more granular 
detail. This interplay between different surveillance modes, all 
underpinned by AI, crafts a formidable border security apparatus 
that addresses the unique challenges presented by the region 
(Africa Defense Forum, 2018).

C. Inhibiting factors to the use of AI technology in border security

The prospect of harnessing AI for border security across Af-
rican nations is compelling. Yet, despite its potential, there are 
pronounced barriers that hinder its full-scale implementation, 
especially when viewed through the lens of individual country 
experiences.
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At the heart of the debate surrounding the integration of 
AI in border control is the critical issue of data deficiency. The 
prowess of AI in this domain relies heavily on its ability to rapid-
ly process and analyze vast amounts of data. However, the effec-
tiveness of these AI systems is significantly hampered in many 
African countries due to the absence of a robust data ecosystem 
(Adi-Ibijola & Okonkwo, 2023).

A 'data ecosystem' refers to a dynamic, interconnected net-
work that encompasses the collection, storage, sharing, and anal-
ysis of data. It involves not only the technological infrastructure 
for data processing but also the policies, practices, and collabo-
rations that govern and facilitate the effective use of data. In the 
context of border control, this ecosystem would typically include 
databases of personal and biometric information, travel records, 
surveillance systems, and AI algorithms that work in tandem to 
ensure accurate and efficient processing of information (Stobier-
ski, 2021).

In the Global North, the integration of AI in border control 
has seen significant strides, largely due to the availability of ex-
tensive data. These regions leverage advanced technologies to 
enhance border security effectively. Automated systems here, 
despite criticisms of racial bias or profiling, generally function 
efficiently, thanks to the rich data pools that inform and refine 
their algorithms.

However, the situation is markedly different in many Afri-
can countries. The absence or inadequacy of comprehensive data 
systems presents several challenges. Firstly, it limits the capac-
ity to train AI systems effectively, leading to potential inaccu-
racies and inefficiencies in border control processes (The Cable, 
2023). This problem is compounded when implementing technol-
ogies like facial recognition, which require diverse demographic 
data to function accurately. Moreover, the lack of standardized 
data systems across different nations in Africa hampers interop-
erability and cross-border cooperation, crucial for effective bor-
der management.
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The lack of a structured data ecosystem presents a signif-
icant impediment to the deployment of AI in border security 
across Africa. AI initiatives in border control require extensive 
and accurate datasets to provide reliable responses and decisions 
(The Cable, 2023). In cases where AI systems are trained on data 
that does not reflect the demographic diversity of the popula-
tion, these systems are prone to errors and biased ecosystems 
(Adi-Ibijola & Okonkwo, 2023). This is particularly problematic 
in border security, where incorrect identification or misjudgment 
can have serious implications.

Moreover, the scarcity of African AI experts on the global 
stage is a glaring concern that cannot be underestimated. One of 
the primary impediments to the adoption of modern technology, 
specifically AI, is the shortage of expertise (Bianco, 2021). Any 
successful project demands the right skill set, and AI is no excep-
tion. AI skills are notably intricate to master, and there exists a 
palpable disparity between supply and demand in Africa. In the 
development and implementation of AI systems, the incorpora-
tion of expert knowledge is imperative (Adi-Ibijola & Okonkwo, 
2023). Even though IT professionals such as software developers 
and engineers design and develop AI applications, they are not 
the primary end-users of AI (Bianco, 2021). Within developing 
countries, the dearth of individuals prepared to work with AI is 
a significant predicament. Closing this skills gap through educa-
tional and training programs is essential to ensure that AI caters 
to the specific requirements of African border security.

Nonetheless, legislative lag appears to pose the most over-
arching challenge. The absence of government support stands 
as a substantial hindrance to the integration of AI into the Afri-
can context (Adi-Ibijola & Okonkwo, 2023). African governments 
have lagged in formulating comprehensive legislation to govern 
AI's use. This delay can be attributed to various factors, including 
the swift pace of AI technological advancement, limited available 
resources, and competing national priorities. 
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While some African countries, including Mauritius, Egypt, 
Zambia, Tunisia, and Botswana, have recognized AI's potential 
and have devised national AI strategies, and South Africa, Ni-
geria, and Kenya have enacted data protection laws, these ef-
forts are still in their infancy (Pedro et al., 2019). The African 
Union (AU) proposed the enactment of AI laws and regulations, 
designed to manage the benefits of this technology for Africans 
(Effoduh, 2020). Nonetheless, most of the African population 
adopts innovation at a more gradual pace, embracing a ‘wait-
and-observe’ approach to technology. 

Even so, in the absence of proper legislation and regulatory 
frameworks, grave concerns regarding the safeguarding of fun-
damental rights come to light (Adi-Ibijola & Okonkwo, 2023). 
This leads to a pivotal consideration of how AI possesses the po-
tential to infringe upon these core rights, thereby diminishing 
public enthusiasm for its widespread implementation. 

The subsequent part delves more profoundly into these con-
cerns, exploring how AI may impact individual rights and priva-
cy within the realm of border security in Africa, underscoring the 
critical necessity for comprehensive regulatory measures. 

D. Negative impacts of AI technologies on  
border security and management

The adoption of AI in African border security has marked a 
significant shift, merging automation with human decision-mak-
ing. While AI has brought enhancements, it has also surfaced 
critical challenges, especially in migration management. The in-
tegration of AI has raised human rights concerns, with issues like 
bias and privacy violations becoming evident. These challenges, 
far from theoretical, have real and significant consequences, par-
ticularly affecting vulnerable groups such as refugees and asy-
lum seekers navigating these AI-enhanced border environments.
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1. Bias and discrimination

AI-based border security systems in Africa represent a sig-
nificant technological leap in surveillance and monitoring ca-
pabilities. However, these advancements are not without their 
challenges, particularly concerning bias and profiling, which 
disproportionately affect marginalized groups. Central to these 
challenges are issues rooted in flawed algorithm design, biased 
training data, and discriminatory programming. When these sys-
tems are trained on datasets that fail to represent the diversity 
of racial and ethnic groups adequately, they are prone to produce 
biased outcomes (Amoako-Gyampah & Salam, 2020). This can 
result in erroneous decision-making processes, where individu-
als are unfairly targeted or subjected to differential treatment 
based on characteristics such as race, ethnicity, nationality, or 
religion (Gwagwa et al. 2022).

In South Africa, the application of AI technologies in bor-
der security has brought to light the critical issues of unethical 
stereotyping and discrimination, accentuated by the nation's ex-
isting xenophobic tendencies (Darch et.al, 2020). AI-driven tools 
like facial recognition and data analytics, adopted ostensibly to 
streamline migration management, often embody biases that 
reflect deep-seated societal prejudices. This has led to discrimi-
natory practices at borders, where AI systems have been report-
ed to erroneously profile individuals based on their ethnicity or 
nationality (Darch et.al, 2020). Such incidents are particularly 
troubling in a region wrestling with xenophobia, as documented 
in a Human Rights Watch report on AI and Discrimination in 
South Africa (Darch et.al, 2020).

Moreover, the global trend of generating virtual personal 
profiles using advanced data-processing technologies, while mod-
ernizing border control, simultaneously raises significant privacy 
concerns. The collection, analysis, and storage of personal data, 
especially biometric data, pose risks of misuse and unauthorized 
access. In South Africa, these practices have spurred apprehen-
sions regarding the use of this data in crucial decision-making 
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processes for visas and asylum applications, potentially infring-
ing on individual privacy rights (Darch et.al, 2020). 

The reliance on AI technologies and training data primarily 
sourced from the global north further compounds the problem of 
bias and profiling in African border security systems. These tech-
nologies, often tailored to specific ethnicities and races, overlook 
the rich diversity and complexities of African populations. The 
consequent lack of representation and cultural understanding in 
training data perpetuates biases and reinforces discriminatory 
practices (Benjamin, 2019). These shortcomings challenge the 
validity and fairness of AI applications in African border secu-
rity contexts.

The role of algorithms in decision-making necessitates crit-
ical scrutiny. The reliance on fully automated decisions, where 
machine learning algorithms function without significant human 
intervention, particularly in ethically sensitive situations, pos-
es a substantial threat to the legitimacy of these systems. This 
form of decision-making often lacks in recognizing individuals 
as unique moral agents. Thus, can endanger individual rights 
and lead to objectionable generalizations. Incorporating human 
agents in the decision-making process to provide meaningful jus-
tifications and address concerns raised by affected individuals, is 
essential. This human involvement is not merely advisable but 
imperative for mitigating issues of discrimination and ensuring 
fair outcomes in AI implementations in border security.

2. Freedom of movement

In the intricate world of border security, the emergence of 
Artificial Intelligence (AI) technologies has ushered in a new era, 
marked by both advancement and controversy. These technolo-
gies, notably facial recognition and automated decision-making 
systems have been seamlessly integrated into the fabric of bor-
der control processes. However, their application has unveiled a 
complex array of challenges, particularly for those in dire need of 
refuge – the refugees and asylum seekers.
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Take South Africa, for instance, a poignant example where 
the adoption of AI-based systems for visa processing and iden-
tity verification at border crossings has inadvertently erected 
barriers rather than bridges for those seeking asylum. These 
individuals, already caught in the throes of vulnerability, find 
themselves ensnared in a web of bureaucratic exigencies. They 
are required to furnish extensive documentation and submit to 
biometric data collection, a process that often leads to protracted 
delays. Such impediments do not just represent administrative 
hiccups; they pose a grave risk of refoulement or prolonged de-
tention, starkly contradicting the sanctity of their rights and the 
essence of human compassion.

The specter of bias in these AI systems looms large, casting 
a long shadow over the objectivity and fairness of the asylum 
process. Algorithms, though designed to be neutral, are not im-
pervious to the prejudices that may seep into their programming. 
When trained on datasets that do not represent the diversity of 
the human tapestry, these systems are prone to error, leading 
to incorrect risk assessments or, worse, the wrongful denial of 
asylum claims. 

This intersection of technology and human rights is not 
merely a theoretical concern but a practical dilemma, bringing 
into question the alignment of AI implementations with inter-
national law. African countries, many of which are signatories 
to treaties and principles that champion the rights of refugees 
and asylum seekers, find themselves at a crossroads. These legal 
commitments, as underscored by the Report of the Special Rap-
porteur (2020) and the UN Special Rapporteur (2021), mandate 
a careful, individualized consideration at borders – a stipulation 
that seems at odds with the automated, impersonal nature of 
AI-driven decisions.

The solution to this conundrum lies not in the abandonment 
of AI technologies but in their reformation. The call is for a reca-
libration of AI practices in border security, where transparency 
in algorithm design and human oversight in decision-making are 



Sherry Bor & Nicole Cheptoo Koech

98 | JIPIT Vol. 3:1 (2023)

not just idealistic aspirations but essential requisites. The chal-
lenge is to strike a delicate balance between the imperatives of 
national security and the inalienable rights of refugees and asy-
lum seekers. This necessitates a concerted effort to craft a frame-
work where the use of AI in border security is not only technolog-
ically sound but also ethically grounded and legally compliant.

In the context of AI reshaping border security, a pivotal 
concern that emerges alongside the impact on refugees and asy-
lum seekers is the right to privacy. The implementation of AI 
in border control, while enhancing security measures, introduc-
es significant ethical challenges concerning privacy invasions, a 
fundamental human right enshrined in global legal standards. 
The inherent data collection and surveillance capabilities of AI 
systems necessitate a critical balance between national security 
interests and the preservation of individual privacy rights. This 
aspect of the discussion is not merely a subsidiary of the broader 
human rights dialogue but a central theme in the discourse on 
digital border management. The next chapter aims to examine 
this issue, exploring the complexities surrounding privacy rights 
in the era of AI-augmented border security. 

IV. SECURITY, HUMAN RIGHTS,  
AND ETHICAL CONSIDERATIONS

The integration of AI into border security demands a delicate 
balance of reinforcing security while upholding individual priva-
cy rights. This equilibrium becomes even more complex when 
navigating ethical concerns around transparency and account-
ability. This section aims to address the pivotal research ques-
tion ‘How can countries effectively harness AI in border security 
without infringing upon individual rights to privacy?’ By exam-
ining the Kenyan context, this paper delves into the theoretical 
apprehensions, potential misuse scenarios, and the broader eth-
ical quandaries associated with the role of AI in border security.
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A. Right to privacy in the African context

The right to privacy stands as a foundational pillar of hu-
man rights globally. Notably, in the African landscape, this right 
takes on a unique dimension. Deep cultural, societal, and his-
torical ties inform the African perception of personal liberties, 
making the preservation of privacy not just a legal but also a 
profound socio-cultural necessity. 

While regional instruments like the African Charter on Hu-
man and Peoples' Rights may not overtly delineate the right to 
privacy, it is worth noting that a substantial number of African 
nations have been proactive in echoing the global sentiment to-
wards this right. Indeed, at least thirty-five jurisdictions across 
the African continent have, with foresight, acknowledged and 
enshrined this right within their national constitutions and legal 
frameworks (Mavedzege, 2020). This proactive legislative move 
suggests that, even amidst rapid technological advancements 
and the challenges they pose, several African countries have rec-
ognized the importance of individual privacy rights and are com-
mitted to preserving them. 

For instance, South Africa's Protection of Personal Informa-
tion Act (POPIA) of 2013, Nigeria's Data Protection Act of 2023, 
and Ghana's Data Protection Act of 2012 are further indicators 
of the continent's earnest efforts to safeguard its citizens' privacy 
in an increasingly digital world. 

Beyond national efforts, the African Union's Convention 
on Cyber Security and Personal Data Protection, known as the 
Malabo Convention, outlines a comprehensive framework to up-
hold the right to privacy (African Union's Convention on Cyber 
Security and Personal Data Protection, 2014). Adopted in 2014, 
it aims to bolster cybersecurity and data protection measures 
across the continent. The convention champions principles such 
as lawful data processing, data minimization, and the rights of 
the data subject. These principles underline the commitment to 
protecting individual rights and ensuring personal data is pro-
cessed transparently, fairly, and with utmost security. 
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However, despite these legislative strides, the true crucible 
for the right to privacy in Africa is its intersection with securi-
ty interests, especially in the age of Artificial Intelligence (AI). 
As AI technologies seamlessly integrate into various spheres, 
including border security, the very essence of privacy is put to 
a rigorous test. While the nuances of privacy rights might vary 
across African jurisdictions, the fundamental essence is a uni-
versal chorus – the inviolable nature of individual privacy.

Thus, as African nations grapple with the mounting pres-
sures of modern border security mechanisms, the challenge is 
twofold: to leverage technological advancements effectively and 
to ensure these tools do not become instruments of dispropor-
tionate encroachments on cherished privacy rights. Yet, even 
with such comprehensive safeguards in place, privacy in Africa 
faces its biggest adversary, the looming shadow of security im-
peratives. This tug-of-war between the right to privacy and secu-
rity interests sets the stage for the following section's discourse, 
an exploration of the delicate balancing act between these two 
powerful forces.

B. Privacy vs security interests: The AI conundrum

The intricate tension between individual privacy rights and 
collective security imperatives, particularly in the context of in-
tegrating AI technologies in border security, is a reflection of a 
profound discourse that has been echoed for generations and is 
resonating deeply within the African context in the digital age. 
This debate is deeply entrenched in philosophical traditions. 

On one side stands utilitarianism embodied by the ‘All or 
Nothing Argument’, positing that the attainment of collective 
security enhancement may, and arguably should, supersede 
individual privacy rights (Solove, 2011). The underlying belief 
here is that maximizing overall happiness and security is par-
amount, even if it necessitates potential compromises on indi-
vidual autonomy. In stark juxtaposition stands a view reminis-
cent of naive contractarianism, encapsulated by the ‘Nothing to 
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Hide Argument’. It suggests that if state surveillance operations 
are transparent and entered consensually, then the ordinary 
law-abiding individual should not be concerned or feel threat-
ened. This perspective emphasizes transparency over the intrin-
sic value of privacy, implying that surveillance, when done open-
ly, does not breach any social or moral contract (Solove, 2011).

The pull and tug of these philosophical standpoints find 
more concrete manifestation in scholarly works. Allan F. Westin 
(1967) presents a compelling case for the inherent worth of per-
sonal autonomy. He views privacy not merely as an individual's 
luxury but as the cornerstone upon which democratic societies 
stand ( pp. 167). It is a right, a privilege, and a necessity. On the 
flip side, Amitai Etzioni (1999) presents a contrasting narrative 
in his analysis of privacy and its relation to societal welfare. 
He argues that many theories of privacy treat it as sacrosanct, 
even when it conflicts with the common good. According to him, 
'privacy is not an absolute value and does not trump all other 
rights or concerns for the common good’ (pp. 196). He further 
elaborates on how privacy can sometimes interfere with great-
er social interests and often contends that, though not always, 
privacy should be secondary in the balance of societal needs 
(Etizioni, 1999). 

The real-world implications of this philosophical divide are 
evident in the legal realm. Additionally, one cannot overlook the 
European Court of Human Rights' verdict in Marper v The Unit-
ed Kingdom where it was held that the retention of innocent in-
dividuals' fingerprints and DNA samples violated their right to 
privacy under Article 8 of the European Convention on Human 
Rights (Marper v The United Kingdom, 2008).

Drawing inspiration from these intricate philosophical de-
bates and their resonance in global legal precedents, it becomes 
imperative to examine a real-life manifestation of this tension 
within the African context. The Huduma Namba initiative in 
Kenya stands as a poignant case study, epitomizing the complex 
interplay between privacy rights and security imperatives in the 



Sherry Bor & Nicole Cheptoo Koech

102 | JIPIT Vol. 3:1 (2023)

era of digitization. This paper therefore delves deeper into the 
nuances of this landmark initiative.

1. Huduma Namba: A Kenyan case study

The introduction of the National Integrated Identity Man-
agement System (NIIMS), colloquially known as the Huduma 
Namba, in Kenya initially emerged as a pivotal element of the 
national security strategy (Huduma Namba Admin, 2019). One 
of its goals was to fortify border control and elevate overall secu-
rity by implementing a comprehensive biometric identity system 
(Huduma Namba Admin, 2019; Nyakundi, 2020, pp.17).

The system was designed to collect, process, and analyze vast 
amounts of data, including biometric information and real-time 
location details of individuals (Huduma Namba Admin, 2019). 
The government highlighted the system's prowess in offering un-
paralleled surveillance capabilities, especially at crucial points 
like airports and physical border checkpoints. By harnessing the 
power of AI, the Huduma Namba was positioned to dynamically 
adapt to evolving security challenges, predict potential threats, 
and facilitate rapid response at these critical junctures (Huduma 
Namba Admin, 2019; Nyakundi, 2020, pp.17).

However, the Huduma Namba initiative encountered pro-
nounced resistance from multiple quarters. Concerned citizens, 
data security experts, and human rights activists raised alarms 
over the potential risks associated with the program. Prominent 
international human rights organizations, including Human 
Rights Watch and Amnesty International, pointed out the la-
tent risks of the program, emphasizing the necessity for strin-
gent data protection measures and transparency (Allen & Zyl, 
2020). A particularly grave concern emerged when the Nubian 
community in Kenya reported cases of discrimination and ex-
clusion during the Huduma Namba registration process, further 
underscoring the potential for misuse and prejudice embedded in 
such a wide-reaching program (Kenya Human Rights Commis-
sion, 2021).
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In a momentous turn of events, the High Court of Kenya de-
livered a landmark judgment in January 2020, discontinuing the 
NIIMS program. The court's decision stemmed from the absence 
of proper legislation to guarantee the security of biometric data 
within the program. It deemed it imperative for the program to 
align with Kenya's Data Protection Act and undergo a compre-
hensive data impact assessment, consequently imposing a tempo-
rary halt on its implementation (Republic v Joe Mucheru, Cabinet 
Secretary Ministry of Information Communication and Technolo-
gy and other ex parte Katiba Institute and Yash Pal Ghai, 2020). 

One may ponder why a state, charged with safeguarding its 
citizens' rights, would adopt AI-driven security measures that 
seemingly bypass established data protection laws and regula-
tions. This situation can be interpreted through the lens of 'Legal 
Realism', a concept articulated by Roscoe Pound (1922). Legal 
Realism suggests that law is not a fixed set of rules but is deep-
ly influenced by social and political factors. It proposes that the 
actual practice of law often diverges from written statutes, in-
fluenced by contemporary needs and pressures. In the context 
of emerging nations, this might manifest in states prioritizing 
immediate security needs, driven by political and social imper-
atives, even when these actions conflict with preexisting legal 
frameworks (Pound, 1922).

This approach, reflecting Pound's insights on how law func-
tions in society, indicates that the swift adoption of AI for secu-
rity purposes, without fully considering its implications on exist-
ing rights, is not just a technological issue but also a legal and 
sociopolitical one. It reveals a tendency to value the immediate, 
tangible benefits of modern technology over the nuanced appli-
cation of laws. However, this overlooks the complexity of each 
context and underlines the necessity for a more deliberate and 
context-sensitive integration of technology, to safeguard individ-
ual rights and uphold democratic principles.

The Huduma Namba case illuminates the intricacies na-
tions face when implementing technological solutions for secu-
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rity purposes. This pivotal concern, emanating directly from the 
Huduma Namba experience, sets the stage for a deeper explo-
ration of Kenya's Data Protection Act, emphasizing the need for 
robust legislation in a world where technology, border security, 
and individual privacy rights are increasingly intertwined.

2. Unpacking Kenya’s Huduma Namba and Data Protection Act

The case of Huduma Namba provides a compelling example 
that underscores the critical issue at hand – the safety and in-
tegrity of data. In the complex terrain of data management, en-
suring the utmost protection of this data stands as an imperative 
of paramount importance (Kenya Human Rights Commission, 
2021). Robust infrastructure, encryption, anonymization tech-
niques, and secure servers emerge as indispensable components 
of this equation. However, as the exploration delves deeper, the 
focal point invariably shifts to the question of access control. Who 
should wield the keys to this treasure trove of data? While Afri-
can governments undoubtedly shoulder a significant responsibil-
ity in safeguarding national security interests, this responsibili-
ty must be tempered with a judicious and legally sound approach 
to data access. The question arises: how can it be ensured that 
access remains the province of authorized personnel, thus avoid-
ing the potential for misuse and violations of individual privacy? 

The tenets of data protection and privacy rights underscore 
the necessity of a meticulous and legally sound framework for 
access control (Solove, 2011). The principle of data minimization 
dictates that access should be granted solely for the purposes for 
which it was collected, with clear limitations in place. This is in 
line with the fundamental precept of data protection – that data 
should only be utilized for specified, explicit, and legitimate pur-
poses. Unfortunately, the application of this prudent approach 
has, in practice, faced inconsistencies. 

The examination of Kenya’s Data Protection Act is instruc-
tive in this context. The Act explicitly mandates that data should 
be confined to what is strictly necessary in relation to its intend-
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ed processing purposes. It emphasizes that data should not be 
retained in a form that identifies data subjects for any longer 
than is necessary and underscores the importance of explicitly 
defining the purposes for which data will be used and processed 
(Data Protection Act, 2019). 

However, a critical juncture arises when delving into the 
exemptions provided within the Act. Section 51 of the Act in-
troduces a departure from these data protection principles and 
safeguards when matters of national security or public interest 
come into play (Data Protection Act, 2019). Essentially, it allows 
entities collecting or processing data exclusively in the name of 
national security or public interest to operate outside the con-
fines of the safeguards meticulously outlined in the Data Protec-
tion Act. 

Exemptions provided within data protection laws, such as 
those seen in Section 51 of the Kenya Data Protection Act, can 
be perceived as double-edged swords. On the one hand, there is 
a palpable rationale behind them which is to equip states with 
the necessary agility to respond to immediate and unforeseen se-
curity threats, and to protect the greater public good. In a world 
where cyber threats, terrorism, and transnational crimes are 
increasingly sophisticated, governments might argue the need 
for more flexible access to data (Bernal, 2016). However, the oth-
er edge of the sword presents a series of vulnerabilities. Such 
exemptions, in the absence of rigorous oversight, can serve as 
potential avenues for overreach, leading to breaches in citizens' 
privacy rights. History is replete with instances where govern-
ments, under the guise of national security, have encroached 
upon individual rights (Greenwald, 2014). This becomes espe-
cially concerning in the digital age, where data represents an 
extension of one's identity, autonomy, and dignity. 

The ambiguity rooted in these exemptions is glaringly ev-
ident in the case of the Huduma Namba initiative. There is an 
augmented risk of data breaches, both intentional (misuse by 
authorized personnel) and unintentional (cyberattacks), by in-



Sherry Bor & Nicole Cheptoo Koech

106 | JIPIT Vol. 3:1 (2023)

terlinking various databases and consolidating vast amounts of 
personal information. Such a centralized system, while efficient 
for governmental purposes, becomes a high-value target for ma-
licious actors, both internal and external (Richards, 2013). 

Furthermore, there is the looming specter of function creep 
– a term used to describe the scenario when data collected for one 
specific purpose gets used for an entirely different and often un-
foreseen purpose (Koops, 2011). The Huduma Namba, originally 
touted as a tool for national security, could easily morph into a 
mechanism for political surveillance, control, and suppression, 
especially in the absence of clear definitions of its ‘ultimate pur-
pose’. 

The contention, therefore, lies in striking a delicate balance. 
Governments need to be equipped with tools and data to ensure 
national security, but this should not come at the expense of 
fundamental human rights. Crafting a more refined legislative 
framework that narrows down exemptions, coupled with the 
establishment of independent oversight bodies and periodic re-
views, can serve as a starting point to navigate this conundrum 
(Bygrave, 2017). Moreover, fostering a culture of transparency 
and engaging in consistent dialogue with stakeholders, including 
the general public, can ensure that any national security mea-
sures undertaken are proportionate, necessary, and in line with 
democratic principles. 

C. Can a balance be achieved?

Daniel Solove (2011), a prominent author, offers a critical ex-
amination of the oft-debated tension between privacy and security 
(Solove, 2011, pp. 17). Solove critiques the commonly held notion 
that pits privacy against security in an antagonistic relationship, 
arguing that such a dichotomy is overly simplistic and potentially 
misleading (Solove, 2011). Solove (2011) observes that:

‘Privacy often loses out to security when it shouldn’t. Security interests 
are readily understood, for life and limb are at stake, while privacy rights 
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remain more abstract and vaguer. Many people believe they must trade 
privacy in order to be more secure. And those on the security side of the 
debate are making powerful arguments to encourage people to accept this 
tradeoff. These arguments, however, are based on mistaken views about 
what it means to protect privacy and the costs and benefits of doing so. 
The debate between privacy and security has been framed incorrectly, 
with the tradeoff between these values understood as an all or-nothing 
proposition. But protecting privacy need not be fatal to security measures; 
it merely demands oversight and regulation. We can’t progress in the 
debate between privacy and security because the debate itself is flawed’ 
( pp.2).

Drawing from Solove's perspective, it becomes evident that 
the clash between security and privacy requires a more nuanced 
approach. Instead of treating them as competing interests in a 
zero-sum game, there should be a focus on their potential har-
monious coexistence. Particularly in this age of technological ad-
vancements, AI technologies have significantly boosted border 
security, emphasizing the need for strategies that ensure securi-
ty imperatives do not arbitrarily trample on privacy rights.

The pathway to this equilibrium, as articulated by Solove, 
hinges on the effective application of oversight and regulation. 
Security measures, especially those pertinent to border securi-
ty, need to be constrained by regulatory frameworks to prevent 
potential power abuses and privacy violations. Such regulatory 
structures must also dictate the breadth of personal data collec-
tion and its subsequent uses, ensuring security initiatives oper-
ate within predefined limits.

Taking a practical viewpoint, consider the legal challenges 
faced by Kenya. While its Constitution upholds the right to pri-
vacy, it confronted obstacles in preserving these rights during 
the Huduma Namba initiative rollout. Yet, this scenario also 
highlighted the role of regulatory intervention, as seen when the 
High Court intervened, demanding the program's compliance 
with the Data Protection Act (Republic v Joe Mucheru, Cabinet 
Secretary Ministry of Information Communication and Technolo-
gy and other ex parte Katiba Institute and Yash Pal Ghai, 2020).
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Regulatory bodies and data protection authorities across 
Africa, too, have a monumental role in maintaining the equilib-
rium between security and privacy. Their tasks encompass pro-
viding unambiguous guidelines, executing regular audits, and 
confirming that security mechanisms abide by prevailing legal 
standards. This rigorous approach not only ensures public safety 
but also respects individual privacy rights.

A call to action for African nations is the inception of au-
tonomous data protection authorities. These entities must pos-
sess the technical prowess to impartially arbitrate between the 
imperatives of national security and privacy rights (Mavedzege, 
2020). While collecting biometric data for border security is not 
inherently objectionable, Solove's insights urge a critical assess-
ment of such security protocols. This rigorous assessment can 
lead to not just enhanced privacy protections but also more effec-
tive security implementations. Solove (2011) presents a series of 
questions for consideration: does the measure work well? Does it 
infringe on privacy and civil liberties? What oversight can rectify 
these issues? If there is a privacy-security tradeoff, to what ex-
tent should security measures be curtailed to safeguard privacy? 
These inquiries should guide independent entities in their oper-
ational mandates.

D. International precedents in balancing privacy and security

Solove's perspective is not merely a theoretical assertion; 
it mirrors the direction already undertaken by some countries 
in the global North. The European Union, for instance, offers a 
shining testament to this balance with its General Data Protec-
tion Regulation (GDPR). This landmark regulation, while pri-
oritizing stringent data protection norms for citizens, does not 
inherently stifle security initiatives. Instead, it mandates trans-
parency, accountability, and proportionality when handling per-
sonal data for security objectives. Specifically, Article 23 of the 
GDPR grants member states the latitude to curtail certain data 
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protection rights, provided it is done necessarily and proportion-
ately to safeguard national interests, including security.

Shifting the gaze to the United Kingdom, post-Brexit de-
velopments brought forth the Investigatory Powers Act (IPA) of 
2016. This legislation, while sanctioning bulk data collection for 
safeguarding national security, simultaneously instituted a 'dou-
ble lock' mechanism. This dual approval process, necessitating 
the concurrence of both the Secretary of State and an indepen-
dent Judicial Commissioner for surveillance warrants, under-
scores the very ethos of oversight that Solove advocates.

Moreover, Canada offers yet another compelling blueprint. 
Its Privacy Act, in tandem with the Personal Information Pro-
tection and Electronic Documents Act (PIPEDA), embodies the 
principles of data minimization and purpose specificity. Even 
when it comes to the delicate terrain of national security, entities 
like the Canadian Security Intelligence Service (CSIS) operate 
within meticulously defined parameters. Any deviations from 
these guidelines are subjected to stringent scrutiny by the Pri-
vacy Commissioner, thus reinforcing the indispensable nature of 
checks and balances.

These international paradigms underscore that the inter-
play between privacy and security is not an anomaly restrict-
ed to African shores. Instead, it is the methodology with which 
these challenges are negotiated that distinguishes the dem-
ocratic fabric of nations. By extrapolating insights from these 
best practices, African states can customize solutions tailored to 
their distinct socio-political landscapes. The ultimate objective 
remains unwavering ensuring that while the state's legitimate 
security concerns are judiciously addressed, the inherent dignity 
and rights of its citizenry remain sacrosanct. In this harmonious 
coexistence of technological evolution and human rights, as en-
capsulated in Solove's philosophy, nations can envision a future 
where both realms flourish symbiotically.
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V. A CALL FOR TRANSPARENCY AND ACCOUNTABILITY  
IN AI-DRIVEN BORDER SECURITY

In the rapidly evolving landscape of AI-driven border secu-
rity, the urgency for ethical oversight intensifies, particularly in 
the context of Africa's rich and varied socio-political milieu. This 
part of the paper is dedicated to illuminating key ethical princi-
ples that should be integral to the deployment of AI technologies 
in border security. It offers a detailed exploration of the neces-
sity and implementation of Transparency and Accountability as 
foundational pillars in this domain. Additionally, this discourse 
provides strategic recommendations aimed at striking an equita-
ble balance between the imperatives of heightened security and 
the preservation of individual privacy rights.

A. Transparency in global echoes

Refocusing the discussion on transparency in AI systems 
within a legal and scholarly context underscores its significance 
in AI-driven border security, using established frameworks and 
perspectives. Legal doctrines and scholarly consensus converge 
on the principle that transparency is a fundamental legal and 
ethical necessity in the deployment of AI technologies, particu-
larly in sensitive areas like border security.

The need for transparency is rooted in making AI deci-
sion-making processes accessible and understandable, aligning 
them with societal norms and legal standards. Scholars in the 
field of AI ethics, such as Lawrence Lessig (2006) emphasize 
transparency's importance for the ethical application of technol-
ogy. Lessig's (2006) framework advocates for technology to be 
open to inspection and auditing, ensuring compliance with ethi-
cal and legal norms.

The European Union’s General Data Protection Regulation 
(GDPR) exemplifies a legal framework mandating transparency 
in AI systems. It insists on individuals' right to understand the 
logic behind significant automated decisions impacting them. 



Balancing Human Rights and the Use of Artificial Intelligence in Border Security in Africa

JIPIT Vol. 3:1 (2023) | 111

This stance underscores the necessity for AI systems in border 
security to operate transparently, allowing for accountability 
and public scrutiny.

Academic voices like Cathy O’Neil (2017) have argued for 
the need for more interpretable and transparent AI systems. 
O'Neil highlights the risks of opaque algorithms leading to bi-
ased and discriminatory outcomes, advocating for AI systems 
that are open to examination and critique. Similarly, Frank 
Pasquale (2015) champions transparent audit trails in AI sys-
tems to enable accountability for harmful decisions or practices. 
This perspective is particularly crucial for AI applications in bor-
der security, where decisions have significant implications for 
individual rights and freedoms.

The adoption of transparency as a core principle in AI legal 
frameworks is gaining traction in various countries and regions, 
demonstrating its effectiveness in balancing privacy and securi-
ty. For instance, the GDPR emphasizes the transparency of AI 
systems and mandates the right to explanation for affected indi-
viduals. Canada's Directive on Automated Decision-Making, ap-
plicable to AI systems in federal departments, requires AI tech-
nologies to undergo assessments for their impact on privacy and 
human rights (OECD. AI Policy Observatory, 2023). Singapore’s 
Model AI Governance Framework also highlights transparency, 
providing guidelines for transparent AI operations in areas with 
significant societal impacts, like border security (Personal Data 
Protection Commission Singapore, 2020).

These examples show that embracing transparency in AI 
governance fosters a more responsible and trustful use of tech-
nology. Transparent AI systems in border security enable stake-
holders, including the public and policymakers, to understand 
and trust the decisions made by these systems, a vital compo-
nent for their successful integration into security operations.

In conclusion, transparency serves as a crucial bridge, con-
necting the advanced capabilities of AI in enhancing border se-
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curity with the imperative of protecting individual privacy. By 
adopting transparent AI practices, countries can foster an en-
vironment where security and privacy coexist harmoniously, 
balancing the effectiveness of AI in security with the sanctity of 
individual rights. This approach is not only a legal and ethical 
necessity but also a practical solution to the challenges posed by 
integrating AI into border security, leading to technology that is 
as responsible as it is revolutionary.

B. Accountability in an AI-driven world

Accountability is pivotal in AI deployments, particularly 
when considering the profound societal impacts, they can have. 
Instances such as South Africa's collaboration with Huawei for 
advanced urban surveillance, although not directly border-relat-
ed, reflect potential implications of similar technologies at border 
checkpoints (Reuters, 2019). Uganda's experience, where Hua-
wei reportedly assisted in hacking opposition politicians, further 
illustrates the dangers of unchecked AI power, potentially lead-
ing to the misuse of technology for political surveillance (Mozur, 
2019).

This scenario underscores the dangers of unchecked power, 
leading to the potential misuse of technology for political ends. 
Global initiatives, like Canada's Directive on Automated Deci-
sion-Making, emphasize the need for risk assessments and bias 
reviews (Government of Canada, 2019). Such guidelines serve as 
a reminder that while AI's capabilities can be harnessed for effi-
ciency, it is essential to weave in stringent safeguards to ensure 
the technology remains accountable.

In summary, strict accountability measures are essential in 
AI deployments for border security. Learning from the experi-
ences of South Africa and Uganda and guided by frameworks 
like the EU's AI Act and international human rights standards, 
it becomes clear that accountability must be foundational in AI 
deployment. Such measures ensure that AI technologies not only 
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enhance border security efficiency but also uphold fundamental 
human rights and freedoms, maintaining ethical integrity and 
public trust in AI applications.

C. Bridging the gap with collaborative policies

In light of the paper’s focus on Africa's transition from tra-
ditional border security measures to the integration of Artificial 
Intelligence (AI), this paper recommends the development and 
implementation of collaborative policies as a pivotal strategy for 
achieving a harmonious balance between security imperatives 
and the safeguarding of fundamental human rights and free-
doms.

The transformative potential of AI in border security, with 
its advanced techniques like biometric data processing, facial 
recognition, and iris scanning, brings forth a spectrum of eth-
ical considerations, chief among them being transparency and 
accountability. The burgeoning use of these technologies in Af-
rica underscores the need for robust frameworks to manage the 
complexities of personal information, addressing concerns over 
data storage, accessibility, and the risk of misuse.

To navigate these challenges effectively, Africa can look to-
wards global initiatives as models for developing collaborative 
policies. The European Union’s AI Act proposal, for instance, sets 
a precedent in establishing harmonized regulations for high-risk 
AI applications, including those in border security. Such frame-
works emphasize transparency, data governance, and account-
ability, aligning with the need for ethical AI deployment.

Furthermore, regional initiatives within Africa, such as the 
African Union’s Digital Transformation Strategy and the Smart 
Africa Initiative, lay the groundwork for collaborative digital pol-
icymaking. These strategies, while broad, provide a foundation 
upon which specific AI governance frameworks for border secu-
rity can be built, tailored to the unique socio-political contexts of 
the continent.
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In practice, these collaborative policies should encompass 
rigorous risk assessments, bias reviews, and strict guidelines for 
data handling and security. They should ensure that AI systems 
used in border security are not only efficient but also operate 
within a framework that respects privacy and human rights.

VI. CONCLUSION

In Africa's ambitious journey to harness AI's potential for 
border security, the balance between innovative advancements 
and the protection of human rights stands out as a central con-
cern. This paper underscores the profound ethical and privacy 
challenges that emerge alongside the promises of heightened se-
curity and efficiency. The digital fingerprints and biometric trac-
es left at border crossings, while essential for security, possess 
inherent vulnerabilities that could be exploited if mismanaged or 
abused. The narrative of Africa's border security evolution em-
phasizes the necessity for both technological advancement and 
the upholding of individual rights, transparency, and ethical 
governance.

Achieving a harmonious balance between these objectives, 
though intricate, is achievable. This equilibrium requires ongo-
ing policy evaluation, introspection, and broad stakeholder en-
gagement to ensure technological progress respects foundational 
societal principles.

Furthermore, the adoption and integration of AI in border 
security across the African continent present extensive research 
opportunities. Potential studies could delve into the legislative 
frameworks guiding AI adoption in various African nations or 
spotlight the socio-political repercussions of such systems on 
marginalized communities. As the global landscape becomes in-
creasingly interconnected, there is an imperative for transpar-
ent, accountable, and rights-respecting AI systems. This drive 
goes beyond technological integration. It is an endeavor to en-
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sure every advancement not only uplifts but also safeguards ev-
ery individual, without prejudice.

In conclusion, this paper posits that achieving a harmonious 
balance between enhancing security and protecting individual 
rights in Africa is attainable through the adoption of collabora-
tive policies in AI governance. By drawing on global models and 
building upon regional initiatives, African nations can forge a 
path that harnesses the benefits of AI in border security while 
upholding the ethical principles of transparency and account-
ability. Such an approach will not only facilitate the continent’s 
commitment to efficiency and innovation but will also ensure 
that the deployment of AI technologies respects and protects fun-
damental human rights and freedoms.
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